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[bookmark: _Toc347850101][bookmark: _Toc408485710][bookmark: _Toc417983713][bookmark: _Toc420588547]Introduction
This document contains the updated description of Call Quality Methodology and the corresponding new release of the Call Quality Methodology Scorecard. We combined these into one document and separated it from the Networking Guide.
[bookmark: _Toc417983714][bookmark: _Toc420588548]What’s new in Call Quality Methodology
The methodology itself has not changed with this release of the document. We have, however, made the following changes to these areas:
[bookmark: _Toc417983715][bookmark: _Toc420588549]Poor Stream Condition changes
We have changed the condition we use to flag a stream as being poor.
In previous versions of the document we used the condition PacketLossRate > .01 OR PacketLossRateMax > .05 to flag all streams for relevant media paths as poor.
With this release, we now have different conditions based on media paths as well as different actual conditions. For the LastMile media paths we are using the classified poor call definition to flag a stream as poor. For the server to server media paths we are using only PacketLossRate > 0.01.
For more information, see the Poor Stream Condition section later in this document.
[bookmark: _Toc417983716][bookmark: _Toc420588550]Poor Stream Ratio Target changes
Based on experience with our internal deployment, we have decreased the targets for poor stream ratio for some of the elements.
For more information, see the Score Card Changes section later in this document.
[bookmark: _Toc420588551]Additional tool
In this document we describe using the Call Quality Methodology Scorecard as the tool to work with the Call Quality Methodology. It is also possible to use the Call Quality Dashboard for Skype for Business Server 2015 as the tool for Call Quality Methodology.

[bookmark: _Toc417983717][bookmark: _Toc420588552]What is new in Call Quality Methodology Scorecard
[bookmark: _Toc420588553]Reliability information
In this version of CQM we have added call reliability information to provide a broader look at Call Quality, i.e. not just the media stream quality but also information about if the call could be established or failed mid-call. The data is sourced from the LcsCDR database.
We are looking at sessions that that have been terminated with Diagnostic IDs in 20-40 range. Diagnostic IDs 20-30 are result of lack of “dial tone” availability, where the session could not be established in the first place. Diagnostic IDs 30-40 are result of “mid call failure”, where the session has been successfully established but then dropped mid call.
For more information, please see the Generate Reliability Charts section later in this document.
[bookmark: PoorStreamCondition][bookmark: _Toc420588554]Poor Stream Condition
In previous versions of CQM we used a strict definition of a poor stream based on 1% Packet Loss Rate and 5% max Packet Loss Rate. The reason for this condition was to make sure that any network infrastructure issues affecting call quality were surfaced. However, a drawback of using these strict conditions was that many streams were flagged as poor and the most important issues had the potential of being “lost” in all these poor streams.
In this version of CQM we are taking another approach. The default poor stream condition will be based on the same conditions, which Lync and Skype for Business use to flag a call as being poor (ClassifiedPoorCall). The condition use 5 different elements:
· PacketLossRate > 10%
· DegradationAvg > 1.0
· RoundTrip > 500
· JitterInterArrival > 30
· RatioConcealedSamplesAvg > 7%
 and use 10% Packet Loss Rate. This mean that the most important issues related to network infrastructure will be flagged first and you can concentrate on fixing these issues first. For server to server streams[footnoteRef:2] we will continue to be using the stricter definition of 1% Packet Loss Rate. The assumption here is that these streams will typically flow inside data centers or between data centers and on these links there should be virtually no packet loss. [2:  AV-MCU to Mediation Server and Mediation Server to IP PSTN Gateway] 

Using the ClassifiedPoorCall conditions also aligns with the condition being used in the Call Quality Dashboard (CQD).
It is possible to change the poor stream condition back to what it was in CQM V1.4 and it is also possible to change to a custom definition. For more information, please see the PoorStreamCondition section later in this document.
Please note that you might be seeing a change in the poor streams ratio when comparing numbers generated by CQM V1.4 and CQM V1.5. That is expected, since the poor stream condition has changed.
[bookmark: _Toc420588555]Rate My Call information
Skype for Business Server 2015 and corresponding desktop clients introduces the Rate My Call feature, where users can give a 5-star rating to the call. The rating is retrieved by media path and presented together with the corresponding trend chart. For more information, please see section 4.8.
[bookmark: ScoreCardChanges][bookmark: _Toc420588556]Scorecard changes
The default targets for some elements have been changed as shown in the table below
	Element
	Old Target
	New Target
	Note

	AVMCU to Mediation
	2
	1
	Based on experience from the internal Microsoft deployment this is an obtainable target

	Mediation to Gateway
	2
	1
	Based on experience from the internal Microsoft deployment this is an obtainable target

	Last Mile Wired
	5
	2,5
	Based on experience from the internal Microsoft deployment this is an obtainable target

	Last Mile Wireless
	10
	5
	Based on experience from the internal Microsoft deployment this is an obtainable target

	Endpoint System
	1000
	150
	This corresponds to a glitch every 2 seconds



The actions for Endpoints Device and System have been updated to reflect that there might be an inter dependency between these two causes of poor audio quality, i.e. a misbehaving device can cause the AudioMicGlitchRate to be high or a misbehaving system can cause the SendListenMOS to be low.
[image: ]Reliability information has been added to the Scorecard. It shows dial-tone and completed calls scoring for both peer to peer and conference calls. Completed calls mean calls where no failures occurred during the call. An example of the Reliability information is shown below:

[bookmark: _Toc420588557]Changed command line parameters
The following command line parameters have been changed to reflect new functionality:
	Old
	New

	QoeInstance
	QoECdrInstance

	LyncVersion
	QoECdrVersion



[bookmark: _Toc420588558]Possibility to filter out ST streams
It is now possible to filter out stream generated by Synthetic Transactions in Lync and Skype for Business from the Trend_5_Other_Wired results. You can use the new command line parameter ExcludeST for this. For more information, please see the How to run the script section later in this document.
[bookmark: _Toc420588559]Added Lync Room Systems UAType to Wired clients
The Lync Room System UAType (16412) has been added to the following queries all related to wired clients:
· LastMile_0_Wired
· Trend_3_Wired
· Trend_4_Wired_P2P
· Trend_5_Other_Wired
· Trend_6_Other_Wireless
[bookmark: _Toc420588560]Consolidated queries and CSV files
The text files with the SQL queries have been consolidated as much as possible, such that now there are only version dependent files if it is really needed.
The resulting CSV files are named the same no matter which version of the SQL queries were used.
[bookmark: _Toc420588561]Endpoint_1_System query
The query has been changed to only look at desktop clients with UAType 4.
[bookmark: _Toc420588562]Util_1_Users_Devices_Streams query
The query has been changed to also report average AudioMicGlitchRate and average SendListenMOS for each device type and user.
[bookmark: _Toc420588563]Support for Skype for Business Server 2015
Skype for Business Server 2015 is now support for QoEMetrics and LcsCDR SQL queries and for using Skype for Business Server Management Shell.
[bookmark: _Toc420588564]Diagnostics Queries
We are including a number of SQL queries you can run against QoEMetrics or LcsCDR databases to get a deeper understanding of a particular issue. For more information, please see chapter 5.
[bookmark: _Toc420588565]Bug fixes
Various minor bug fixes.

[bookmark: _Toc420588566]Does this apply to Lync or Skype for Business?
In the text we use both Lync and Skype for Business. When we use Lync, it means that the section applies to both Lync and Skype for Business. When we explicitly write Skype for Business, it means it applies only to Skype for Business.

[bookmark: _Toc408485842][bookmark: _Toc417983719][bookmark: _Toc347850222][bookmark: _Toc354067082][bookmark: _Toc420588567]Call Quality Methodology – a practical approach
The Lync Call Quality Methodology, or CQM, is a holistic way to systematically define and assert call quality based upon the methods outlined in this document. CQM divides a Lync implementation into ten discrete areas that impact quality, defining targets and a remediation plan for each one. CQM is a framework to tackle call quality problems – you can modify or extend it to address the particular conditions on your network.
We would appreciate your feedback on any aspect of Call Quality Methodology and your work with it. Please send it to cqmfeedback@microsoft.com.
[bookmark: _Toc408485843][bookmark: _Toc417983720][bookmark: _Toc420588568]Approach and Concepts
CQM takes an end-to-end view of Lync voice quality, breaking down each call into a discrete number of legs and streams while also looking at the call endpoints, including devices and systems. Each of these elements can contribute to call quality issues. 
The diagram below shows Lync components that originate or terminate media streams. Different call types traverse these components in different ways. Let’s look at a few examples.
PSTN call—If an internal Lync user places a call to the PSTN, there can be two or three call legs. If the call is being placed from a site to a remote Gateway, or in a scenario where media bypass is not possible or not enabled, there will be three call legs: one to a mediation server, a second to the gateway and a third from the gateway out to the PSTN. If the gateway is local and media bypass is enabled, there will be two call legs: one from the client to the gateway and a second from the gateway out to the PSTN.Call Leg

Conference call—Internal participants in a conference call will have a single leg: from their client to the Conferencing Server (AV MCU). Remote participants will similarly have a single leg, however, it will traverse the internet and be relayed via the Edge server. PSTN participants will have three call legs: one from the PSTN into a gateway, a second from the gateway into a mediation server and finally from the mediation server into the Conferencing Server (AV MCU). In a conference call, there are other elements that handle media including the Conferencing Announcement Server (CAS) and the Conferencing Auto Attendant (CAA).
In CQM we refer to audio streams, and, more specifically, determine a percentage of poor streams across a particular call leg. A stream represents a discrete RTP media bitstream from one Lync component to another. In the simplest example of a peer-to-peer Lync call there will be two streams – one from the caller to the callee and another back from the callee to the caller. In the more involved scenarios above, a call will be composed of multiple streams traversing each respective call leg.
Read the article, “How many sessions and streams do we see in QoE for a conference?” at http://go.microsoft.com/fwlink/p/?LinkId=327971 for more detail on how we categorize and store data about streams and further group them into sessions:

Detailed quality information about each call leg is stored in the Lync Quality of Experience (QoE) database. Each Lync component that processes media will create and send a record into the QoE database reporting on the quality of the call leg. This includes clients and AV MCU and Mediation servers. This rich set of call quality data in the QoE database is the basis of CQM. Throughout CQM we use a set of T-SQL queries to report on call paths and devices. CQM establishes quality targets that are used to drive troubleshooting and operational procedures. CQM assumes you have visibility into the network, as well as the capability to troubleshoot problematic media streams across it.
The preceding call type examples give you an idea of how different call types traverse different Lync components. Call quality is a combination of all call legs and devices – if any one leg or endpoint is causing poor quality, the entire call will suffer and your users will hear it. While the diagram has a number of arrows and elements, it is a simplified representation of a Lync deployment. Even in a single pool implementation, you will have multiple instances of the Conferencing Server (AV MCU) for example, and typically you will have multiple pools as well. In addition to the Lync elements, the underlying network that connects clients and servers together is typically complex as well. Some Lync servers may be in a single datacenter on a well-connected LAN. Others may be connected across a WAN. For example, in some deployments the mediation server may be in the same datacenter as the AV MCU. However, in others, a mediation server may be across the WAN traversing many additional network elements. 
CQM is designed to give you telemetry across your network. The diagram below shows an enterprise network with Internet, Perimeter, Datacenter and Site components. AV MCU to Mediation Server queries provide broad coverage across this network as shown in the green segments in the diagram:
[image: ]

The Mediation Server to Gateway queries provide additional coverage, again indicated by the green segments:

[image: ]

The CQM Subnet queries extend coverage to the edges of the network:

[image: ]

The QoE database doesn’t have information on your edge or perimeter network. We’ve recently released a tool called PreCall Diagnostics (PCD) that will help you identify and diagnose network problems in your perimeter network per the diagram below. You can download the PCD tool from the following links:
· Windows 8 Modern App: http://go.microsoft.com/fwlink/p/?LinkId=327972
· Windows Desktop App: http://go.microsoft.com/fwlink/p/?LinkId=327914
For more information about the PCD, see “Lync PreCall Diagnostics Tool” at http://go.microsoft.com/fwlink/p/?LinkID=324166.
[image: ]

In this manner, CQM provides coverage across your network and into your endpoints as well. CQM breaks down call quality into three dimensions:
1. Server Plant—using the analogy of a power plant, Server Plant incorporates all Lync server elements that terminate or originate media as described in the diagram above.
2. Endpoints—collection of quality considerations introduced or caused by the endpoint making or receiving a Lync call.
3. Last Mile—similar to the PSTN challenge of getting the phone line from the central office to distributed endpoints, Last Mile looks at how each Lync endpoint is connected to the network.
Each dimension is composed of a number of discrete elements. Each element is something we can both measure and control. In most cases we pull from the rich data collected in the QoE database to determine a baseline for each element, and then track it with a goal of reaching and maintaining a stated quality target.
Each element in CQM is independent, however, there is a natural priority to addressing each. For example, in Server Plant, the first thing you need to look at is the health of your Lync Servers to ensure they are not the source of poor quality. It doesn’t make sense to look at the network underneath problematic call legs until you can assert the health of your servers.
A final CQM tenet: As discussed in other areas of this guide – a key concept of quality is your managed network versus your unmanaged network. For example, for call legs that traverse the internet it is not possible to assert and maintain a quality SLA. You may decide other areas of your network, like wireless, are also currently best effort or unmanaged. As you customize CQM for your uses, focus on the areas you consider managed – the ones that you control.
For a graphical overview of CQM and server KHIs, see:
· "Microsoft Lync Call Quality Methodology” poster at http://go.microsoft.com/fwlink/?LinkId=391841.
· "Microsoft Lync Key Health Indicators” poster at http://go.microsoft.com/fwlink/?LinkId=391838.
[bookmark: _Toc408485844][bookmark: _Toc417983721][bookmark: _Toc420588569]Server Plant
Server Plant is composed of four elements:
0. Server Health—assuring your Lync Media Servers (AV MCU and Mediation) are healthy and not contributing to conditions that will cause poor quality, including packet loss and jitter.
1. AV MCU <-> Mediation Server—looking at streams between these two server roles servicing dial-in conferencing users.
2. Mediation Server <-> Gateway—looking at streams between Mediation server and their gateway peers servicing dial-in conferencing users.
3. Gateway to PSTN—looking at the final leg from the gateway out to the PSTN. Note that QoE has no telemetry data into these sessions and you will need to work with your gateway manufacturer to derive a data driven approach here.
The following diagram shows these elements as well as the servers and streams they correspond to.
[bookmark: _Toc408485845][image: ]
[bookmark: _Toc417983722][bookmark: _Toc420588570]Endpoints
Endpoints are composed of four elements:
0. Device—this is the IP or USB device used to place or receive a call. Unqualified devices are often the source of call quality problems.
1. System—the PC used to place or receive a call. A common system problem is glitch generation which causes quality degradation.
2. Media Path—Ideally peer-to-peer calls go directly between two systems. A common issue is internal firewalls causing internal calls to relay across the internal interface of an edge server. This is non-optimal and can cause quality and capacity issues.
3. Media Transport—UDP is the ideal transport for media, however, if UDP cannot be negotiated TCP is used, which results in poor media quality.
The following diagram shows these elements, as well as the servers and streams they correspond to. Again, prioritize addressing the easy issues first – start by looking at devices, and once you have a handle on that work your way out.
[image: ]

[bookmark: _Toc408485846][bookmark: _Toc417983723][bookmark: _Toc420588571]Last Mile
Last Mile looks at endpoint connectivity. Consistent with our concept of Managed and Unmanaged, we only look at internal connections on the managed corporate network. Last Mile is composed of two elements:
0. Wired—both server and client wired connections
1. Wireless—client wireless connections
The following diagram shows these elements as well as the servers and streams they correspond to. Wired is the first priority – wired connections should always provide high quality. Depending on the maturity of your wireless deployment, you may or may not want to include wireless in your quality scope as well.
[bookmark: _Toc408485847][bookmark: _Toc417983724][bookmark: _Toc420588572][image: ]Service Management
Each of the 10 CQM elements introduced above are described in detail in the remainder of this section. What is not covered is a service management approach to implementing CQM. This is critical and will vary depending on your existing operational processes and tools. 
The following items will be key to your success should you pursue implementing CQM in your environment:
Define daily/weekly/monthly processes—Monitoring rhythm for each new element typically starts at a higher frequency (daily) and evolves to lower frequency (monthly) as area is remediated. 
Identify tools—both to measure and remediate. While CQM is largely driven by data out of the QoE database, it is based on custom queries which may require tool and process approaches to run. In addition, remediation may require additional network level tools for example to identify network elements causing loss in a particular set of poor streams.
4. User experience—ultimately, this is your anchor. Remediation activities are not justified unless they show a measurable increase in user quality and satisfaction
· Actionable end-user tickets/feedback on quality issues
· Publish proactive quality metrics
· Correlate user experience with QoE metrics
For information on how Microsoft IT delivers Lync Service Management, refer to this whitepaper:
“Optimizing Lync 2010 Enterprise Voice Performance” at http://go.microsoft.com/fwlink/p/?LinkId=327973.
[bookmark: _Toc408485848][bookmark: _Toc417983725][bookmark: _Toc420588573]Server Plant Breakdown
The CQM Server Plant dimension breaks down into four focus areas by priority: Server Health, AV MCU-to-Mediation streams, Mediation-to-Gateway streams and Gateway-to-PSTN streams.
CQM uses a three phase approach to remediate each quality focus area: first we Assert quality, second we Achieve quality and finally we Maintain Quality.
[bookmark: _Toc408485849][bookmark: _Toc417983726][bookmark: _Toc420588574]Server Health
The first thing to look at in CQM is the health of your Lync servers. Make sure:
All servers have latest Lync Cumulative Updates and have Microsoft Update configured
Lync 2010 – http://support.microsoft.com/kb/2493736
Lync 2013 – http://support.microsoft.com/kb/2809243
Skype for Business Server 2015 – Coming soon
5. All servers have updated BIOS and system drivers (network drivers are critical)
6. Antivirus scanning exclusions are configured, see the following: 
· “Microsoft Anti-Virus Exclusion List” at http://go.microsoft.com/fwlink/p/?LinkId=327976
· “Antivirus Scanning Exclusions for Lync Server 2013” at http://go.microsoft.com/fwlink/p/?LinkId=327975
7. All servers meet or exceed published hardware configuration based on your deployment size
Lync 2010 – ”Server Hardware Platforms” at http://go.microsoft.com/fwlink/p/?LinkId=327977
Lync 2013 – ”Server Hardware Platforms” at http://go.microsoft.com/fwlink/p/?LinkId=327979
Skype for Business Server 2015 – “Server requirements for Skype for Business Server 2015” at http://go.microsoft.com/fwlink/?LinkId=613824
Assert Quality
We have defined a set of Lync Key Health Indicators (KHIs). The KHIs are a tightly scoped collection of performance counters with a defined healthy range. You should collect and monitor these KHIs proactively to insure your Lync servers aren’t exceeding any of the KHIs, and if they are, troubleshoot and resolve. The KHIs are split into two tiers – a high level to run on all Lync Servers (~20), and a second component-specific tier to run on specific roles for (~40). For more information about KHIs and how to use them, see KHI Resources.
Achieve Quality
A common problem in Server Health is misconfiguration. For example, dual homed mediation servers often have their network interfaces configured incorrectly. A way to avoid configuration problems like this - both in getting the initial server configuration right and maintaining it - is through a configuration management tool. One example is Configuration Manager in System Center 2012 (http://go.microsoft.com/fwlink/p/?LinkId=327980). For each server type and role you define your optimal configuration, and then use a tool like Configuration Manager to ensure this configuration is maintained.
Maintain Quality
Once you have achieved health across all of your Lync Servers, you need an ongoing view into your environment to maintain it. To do this, you will need an ongoing view into the KHIs, or at least a weekly update. You will also need a way to monitor system configuration, reporting on and correcting any deviations from your desired configuration.
[bookmark: _Toc408485850][bookmark: _Toc417983727][bookmark: _Toc420588575]Server-to-server reports: AV MCU to Mediation Server and Mediation Server to Gateway
Once you are confident your Lync servers are running well, next look at how media streams between servers are doing[footnoteRef:3]. The first place to look is at streams from the AV MCU to Mediation Servers. The second place to look is at streams from Mediation Servers to IP-PSTN Gateways. All PSTN attendee streams in a conference will traverse these servers. The QoE database has call quality information on every one of these streams organized by the endpoints of each one. We have developed two custom CQM queries to pull this information out of the QoE database – Plant_1_AVMCU_Mediation & Plant_2_Mediation_Gateway. [3:  For additional background on the QoE schema and how we define both sessions and streams, take a look at this article: “How many sessions and streams do we see in QoE for a conference?” at http://go.microsoft.com/fwlink/p/?LinkId=327981
] 

The server-to-server queries look at packet loss to determine quality of these streams. In our internal testing, we have found packet loss to be the most common source and overall indicator of network problems leading to poor quality for streams between servers located in data centers. Specifically, the following condition is used by the server-to-server queries when a stream is flagged as poor (parentheses indicate the specific QoE attribute we are checking):
Average packet loss greater than 1% (PacketLossRate > .01)
The query for AV MCU to Mediation operates over a date range and will return information about all internal streams between pairs of conferencing and mediation servers like this (in this example top results are shown sorted by highest PoorStreamsRatio):
	ReportDate
	AVMCU
	MS
	AllStreams
	PoorStreams
	PoorStreamsRatio

	5/8/2013
	MADLYNAV01
	MADLYNMS01
	1,108
	308
	27.7

	5/8/2013
	MADLYNAV04
	MADLYNMS01
	1,130
	288
	25.4

	5/3/2013
	MADLYNAV03
	MADLYNMS01
	1,980
	271
	13.6

	5/3/2013
	MADLYNAV05
	MADLYNMS01
	1,226
	134
	10.9



You need to look at this initial baseline and make a determination of the PoorStreamsRatio you would like to achieve in your environment. Consider establishing a target of 5% or less. As you remediate top offenders (for example, in the above, the AV MCU and Mediation Server streams coming out of Madrid have high poor streams ratio and need to be remediated) you will get closer to achieving your target.
The query for Mediation to Gateway operates over a date range and will return information about all internal streams between pairs of mediation servers and PSTN gateways like this (in this example, top results are shown sorted by highest PoorStreamsRatio):

	ReportDate
	MS
	GW
	AllStreams
	PoorStreams
	PoorStreamsRatio

	5/8/2013
	MADLYNMS01
	madgw01.contoso.com
	3,219
	812
	25.2

	5/8/2013
	MADLYNMS01
	madgw01.contoso.com
	3,548
	689
	19.4

	5/3/2013
	MADLYNMS01
	deugw04.contoso.com
	4,033
	605
	15.0

	5/3/2013
	MADLYNMS01
	deugw05.contoso.com
	4,501
	611
	13.6



Again, determine a Poor Streams Ratio target from this initial baseline. A target of 5% or under is optimal. The Gateway target does not need to be the same as the AV MCU target. For example, if your Mediation Servers are centralized while your Gateways are decentralized, you may decide to set the target for Mediation server to Gateway streams higher than AV MCU to Mediation server streams to account for higher loss as streams traverse WAN links.
Assert Quality
Establishing your initial baseline and subsequently defining what you want your target to be is the first step to improving quality across these server-to-server streams. For example, say you decide 1% is the right achievable target for both AV MCU to Mediation and Mediation to Gateway streams. You will achieve your quality targets when: 
The server-to-server queries results return PoorStreamsRatio < 1 % for all combinations.
Achieve Quality
Incorporate ongoing execution of the server-to-server queries in your operational processes. You will be able to see patterns in the results that may immediately lead you to some conclusions and subsequent changes to remediate combinations with a high number of poor streams. Start with the worst offenders and work your way down the list. Once you have a pair or set of pairs to target, you can begin by getting additional details behind the streams which may show time or other patterns. You may also see common network elements between streams; start your investigation there. See Appendix A below for additional approaches and tools you can use to remediate these poor streams.
Maintain Quality
Once you have knocked down the top offenders and achieved or are coming close to achieving the target you set, get into a rhythm of regularly running the queries, including the summary trend queries, so you can spot trends and proactively identify quality problems before they get bad. Regularly publish the poor streams reports via email or a web page so you can spot when a new pair of servers surfaces and have operational processes to address these ongoing.
[bookmark: _Toc408485851][bookmark: _Toc417983728][bookmark: _Toc420588576]IP-PSTN Gateway Health
Lync currently does not collect any call quality statistics on streams leaving a Gateway to the PSTN. However, the gateways and SBCs that originate/terminate these streams do collect these. Check with your vendor and determine the quality measures they report on and decide how you are going to look at these.
Assert Quality
Determine the IP-PSTN gateway statistics you will use to measure and assert quality. Determine quality targets accordingly. While not specifically a quality issue, it’s also a good idea to look at ways to measure gateway capacity to ensure you are not running out of trunk capacity at busy hour, resulting in blocked calls. By some measures, a blocked call is the worst quality. 
Gateway configuration is another critical item here – quality problems can be introduced by the gateway itself if it has not been qualified for Lync, is not running the latest firmware, or is misconfigured. Common items to look for are ACG or automatic gain control and comfort noise generation. Standardize on a common gateway platform and then determine, publish and enforce the optimal firmware and configuration for each model. Put processes and tools in place to alert on and minimize gateway configuration ‘drift.’
Achieve Quality
Erlang busy hour traffic analysis (a measure of traffic through telephony equipment) will help you establish capacity guidelines and determine the number of acceptable blocked calls per hour. Increase capacity accordingly. Make sure each gateway has the optimal configuration, including firmware updates. Gateway statistics and reports will give you the quality view. If you are not hitting your target, build a remediation plan with your gateway or support provider and execute against it.
Maintain Quality
To maintain call quality across your gateways, you will need an ongoing view of call quality metrics from the gateway so you can spot new issues as they arise. You will also need a process to spot deviations in your optimal or ‘golden’ gateway configuration and remediate them. Finally, monitor capacity and expand it if the number of blocked PSTN calls exceeds the threshold you established.
[bookmark: _Toc408485852][bookmark: _Toc417983729][bookmark: _Toc420588577]Endpoints Breakdown
The CQM Endpoint dimension focusses on four areas by priority: Device, System, Media Path and Media Transport.
CQM uses a three phase approach to remediate each quality focus area: first we Assert quality, second we Achieve quality and finally we Maintain Quality.
[bookmark: _Toc408485853][bookmark: _Toc417983730][bookmark: _Toc420588578]Device
As you switch focus from your overall Lync Plant to endpoints, USB devices are frequently the source of quality issues and subsequently are the first place to look. We use the Mean Opinion Score (MOS) values that Lync calculates and stores in the QoE database to identify devices that are causing poor audio quality. Lync tracks several different MOS scores; the specific MOS value we look at for devices is the AvgSendListenMOS value. 
The CQM Device query – Endpoint_0_Device – operates over a date range and will return a list of devices along with the AvgSendListenMOS and the number of streams that device was used for. In the example below, top results are show sorted by the lowest AvgSendListenMOS value:



	CaptureDeviceName
	AvgSendListenMOS
	NumStreams

	Internal Microphone (Conexant 20585 SmartAudio HD)
	2.88
	130

	Microphone Array (IDT High Definition Audio CODEC)
	3.53
	46

	Echo Cancelling Speakerphone (Jabra SPEAK 410 USB)
	3.60
	325

	Headset Microphone (12- GN 2000 USB OC)
	3.63
	152

	Microphone sur casque (8- GN 2000 USB OC)
	3.70
	188



The first couple of entries above are using built in microphones – typically these will be lower quality than USB devices but not always. The third entry is the first USB device (Jabra speakerphone). The last two entries are actually the same device (Jabra wired headset), just with different display names returned in the query. The display name is based on the device name in the endpoint operating system, and may contain localized language as well as different USB port information.
Refer to the following blog post for an approach to consolidate duplicate device entries: “Working with device names in QoE data” at http://go.microsoft.com/fwlink/p/?LinkId=327982
Assert Quality
Determine the AvgSendListenMOS target you would like to attain. MOS scores range from 1 to 5, with 5 being the best. A score under 3 is undesirable, while scores over 4 are good quality. Choose a reasonable target based on your environment and query results. For example, below we are targeting an AvgSendListenMOS score of 3.6 or better for all devices with over 100 streams. You will achieve your device quality target when: 
The device query results return AvgSendListenMOS < 3.6 for NumStreams > 100
Achieve Quality
Typically you will need to replace poorly performing devices with known good devices. Go through the list from top to bottom (worst or lowest MOS scores to best up to your defined baseline). Some considerations:
· Are the devices certified or known to be good in your environment? If the same device is returned in the query with a higher target MOS score than your baseline than it may be something besides the device itself. You can find a list of devices Microsoft has certified for use with Lync here: “USB Audio and Video Devices” at http://go.microsoft.com/fwlink/p/?LinkId=327983
· You can identify users of a device through QoE – check to make sure they have the latest drivers and that the device is not connected through a USB hub. 
· Finally check to see if there is a correlation between bad devices and particular system makes and models. If so, there may be an incompatibility or driver upgrades needed.
Maintain Quality
Once you have refined the device results and reached your baseline, continue regularly running the report to spot new devices in your environment with sub-par performance and investigate.
[bookmark: _Toc408485854][bookmark: _Toc417983731][bookmark: _Toc420588579]System
When we look at the endpoints category, system means the device or PC processing the audio for a call. There are two things you need to look at here:
Configuration Management—similar to your Lync servers, you need to ensure that your clients have the latest drivers. Network card, BIOS, Sound & Video drivers are key for Lync. You also want to ensure that applications are well behaved and don’t exhaust systems resources like memory or processor that Lync needs to process audio. Finally ensure the appropriate antivirus scanning exclusions are set:
7. “Microsoft Anti-Virus Exclusion List” at http://go.microsoft.com/fwlink/p/?LinkId=327976
7. “Antivirus Scanning Exclusions for Lync Server 2013” at http://go.microsoft.com/fwlink/p/?LinkId=327975
8. Glitch Rate—we call audio problems generated by the PC ‘glitches,’ and we track the glitch rates in QoE. By running the CQM Glitch query you can see users with high glitch rates and take a look at their PCs to see what is causing this.
The CQM Glitch query, Endpoint_1_System, operates over a date range and will return a list of streams from the caller where the AudioMicGlitchRate is larger than 0, as well as the caller’s SIP address and the name of the device used. In the example below, top results are shown sorted by the highest CallerAudioMicGlitchRate value:

	ReportDate
	CallerAudioMicGlitchRate
	Caller
	DeviceName

	5/8/2013
	98
	sip:walter.harp@contoso.com
	Microphone (SoundMAX Integrated Digital HD Audio)

	5/8/2013
	90
	sip:walter.harp@contoso.com
	Microphone (SoundMAX Integrated Digital HD Audio)

	5/3/2013
	90
	sip:ben.smith@contoso.com
	Internal Microphone (Conexant 20585 SmartAudio HD)



Please note that conference calls don’t report glitch rate from the callee, which is the conferencing server or AV MCU.
You should aggregate entries with the same Caller URI as typically these will be placed from the same PC. Begin your investigation by looking at systems with high caller glitch rates.
Assert Quality
By definition, a glitch is an audio discontinuity your users can hear, and as such you should target getting rid of these in your environment. In the example below we are using a target of 150. A GlitchRate of 150 corresponds to a glitch every 2 seconds. You will achieve your system quality target when: 
The system query results return CallerAudioMicGlitchRate <= 150 
Achieve Quality
Systemic glitch problems in an environment are typically traced to a system specific driver or application. For managed PCs, define the optimal or ‘golden’ configuration for each PC make and model and enforce that via configuration management tools. Systems Center Configuration Manager (http://go.microsoft.com/fwlink/p/?LinkID=327980) can help here, and you can also implement Windows Server Update Services for your endpoint systems (http://go.microsoft.com/fwlink/p/?LinkId=327992).
Once you have identified the cause of system glitch issues, consider proactive ways to educate users who may be using unmanaged PCs that you cannot remediate. Ensure the help desk follows an audio quality script that includes identifying glitch problems with recommended steps for users. Many users won’t call the help desk – for them, implement proactive training and awareness to address.
Maintain Quality
Once you have a systems management approach in place and you have achieved your glitch rate targets, continue to run the CQM Glitch query to catch new systems that are causing audio glitches in your implementation.
[bookmark: _Toc408485855][bookmark: _Toc417983732][bookmark: _Toc420588580]Media Path – VPN & Relay
The network path an audio stream takes from a Lync endpoint can cause poor audio quality in a few scenarios:
VPN—audio over a VPN connection typically causes poor quality. VPN solutions are designed for data access scenarios like email and web sites, but they are typically not optimized against the network requirements for real time media. VPN sessions often route through concentrators, which creates a non-optimal network path for media. VPN solutions also apply various encryption methods which add processing and latency to Lync’s already encrypted RTP bitstream.
If your organization requires VPN connections for external access, consider a split-tunnel configuration to divert media traffic outside of the VPN tunnel. This is the approach Microsoft has taken in our internal implementation to insure no media sessions traverse the VPN. The following article contains guidance on implementing this approach: “Enabling Lync Media to Bypass a VPN Tunnel” at http://go.microsoft.com/fwlink/p/?LinkID=256532.
9. Edge Relay—when an internal Lync client cannot establish a direct media stream to another internal Lync client for a two-party or peer-to-peer call, it will fall back to a path that relays through a Lync Edge server. Typically this happens because of internal firewalls blocking media ports. The call now has to traverse a longer network path to the datacenter to relay across the Edge server. This adds latency to the call, as well as increased potential for loss and jitter. It also adds increased load against your Edge servers, which can lead to both performance and capacity issues.
There is a VPN flag in the QoE database based on an OS network connection setting. However, not all VPN clients and solutions set this flag. If your VPN solution does set this, use the CQM Endpoint_2_VPN query to list all the media sessions across VPN and their quality.
The query operates with a date range and reports on all streams where either caller or callee is on VPN, and on the poor streams on VPN given the definition of poor above. Sample results from the VPN query:

	TotalStreams
	TotalVPNStreams
	TotalPoorVPNStreams

	993
	94
	44



To determine the internal media sessions that relay through an Edge server, run the Endpoint_2_Relay query. The query operates with a date range and reports on all streams where both caller and callee are internal and one or both of the streams are via the relay.
Sample results from the Relay query:
	Report Date
	Overall
Avg
Network
MOS
	Stream
Direction
	CallerURI
	CalleeURI
	Caller
Connectivity
Ice
	Callee
Connectivity
Ice

	5/8/2013
	2.5
	From Callee
	sip:jeff.harper@contoso.com
	sip:jeff.smith@contoso.com
	Direct
	Relay

	5/8/2013
	4.1
	From Caller
	sip:jeff.harper@contoso.com
	sip:jeff.smith@contoso.com
	Direct
	Relay

	5/8/2013
	3.6
	From Callee
	sip:jeff.harper@contoso.com
	sip:ted.bremer@contoso.com
	Relay
	Direct

	5/8/2013
	2.1
	From Caller
	sip:jeff.harper@contoso.com
	sip:ted.bremer@contoso.com
	Relay
	Direct

	5/8/2013
	2.2
	From Callee
	sip:ted.bremer@contoso.com
	sip:jeff.harper@contoso.com
	Relay
	Relay

	5/8/2013
	2.3
	From Caller
	sip:tu26@contoso.dk
	sip:jeff.harper@contoso.com
	Relay
	Relay



Assert Quality
Ideally, you eliminate these media paths that cause poor audio quality: external media sessions over VPN and internal media sessions through the Edge (media relay). So, in this example, we set a target of 0. You will achieve your endpoint quality target when: 
The number of calls with external participants using VPN for media = 0 AND 
The number of internal calls using the media relay = 0 
Achieve Quality
Here’s an approach you can take to decide how to treat VPN in your implementation:
Run the Endpoint_2_VPN_Poor_Media query and evaluate the results to determine the percentage of VPN streams that are poor. If the percentage is 5% or higher, you should take steps to either:
a. Prevent media streams from traversing your VPN – split tunneling is the recommended approach as described above.
b. Implement optimizations to improve media quality over VPN. This will vary and can include changes to your implementation or adoption of an alternate VPN solution
10. Our recommendation is to prevent media streams from traversing VPN. You can use the Endpoint_2_VPN query to monitor how many media sessions are traversing VPN against a set target.
If the results of the Endpoint_2_Relay query show you have internal calls going through the Edge server, you will need to investigate internal firewall configurations with your security teams and rewrite firewall rules to allow this traffic internally.
You should define, configure and enforce optimal or ‘golden’ configurations for VPN servers and clients to enable split tunneling. You should do this as well for firewalls and packet shapers to eliminate internal media flows through Edge servers. 
Maintain Quality
Once you have optimized your VPN and firewall configurations, continue to run the VPN and Relay queries to identify reoccurrence of these issues and address them as they arise.
[bookmark: _Toc408485856][bookmark: _Toc417983733][bookmark: _Toc420588581]Media Path – Transport
The final area in the CQM Endpoints dimension is the transport protocol that media is using in your environment. There are two transports for IP Packets – Transmission Control Protocol (TCP) or User Datagram Protocol (UDP). TCP is a connection oriented protocol and includes overhead for flow control and error correction. It is optimal for data streams. UDP is connectionless and is more efficient for media since TCP recovery mechanisms cannot address loss in real time media. Lync always prefers UDP for media, but will revert to TCP if a UDP session cannot be established. Media sessions over TCP will exhibit poorer quality than over UDP.
The CQM Transport query (Endpoint_3_Transport) operates over a date range and returns the number streams per subnet in your environment that are using TCP rather than UDP, and includes an average MOS score per subnet so you can gauge the impact. In the following table, the top results are show by AudioOverallAvgNetworkMOS sorted from the lowest (worst) value:


	ClientSubnet
	Streams
	AvgNetworkMOS

	10.10.1.1
	150
	2.33

	10.20.2.1
	175
	1.87



Assert Quality
You want to eliminate streams using TCP. You will achieve your endpoint quality target when: 
The number of calls with external participants using TCP for media = 0
Achieve Quality
If you find a lot of internal calls using TCP, typically it is a firewall or similar network element (for example, packet shaper) that is denying UDP sessions. You will need to work with your security team to identify where this is happening on your network and correct it. 
You should define, configure and enforce optimal or ‘golden’ configurations for firewalls and packet shapers to allow UDP internally. 
Maintain Quality
Once you have optimized your firewall configurations for UDP, continue to run the transport query to spot reoccurrences of this issue so you can proactively address them.
[bookmark: _Toc408485857][bookmark: _Toc417983734][bookmark: _Toc420588582]Last Mile Breakdown
The CQM Last Mile dimension focuses on just two areas: Wired and Wireless. For a comprehensive discussion of the subnet queries we use to address quality in this last dimension, please see Appendix B in the Networking Guide.
The Last Mile queries look at the classified poor call definition to determine quality of these streams. Specifically, the following condition is used by the queries when a stream is flagged as poor (parentheses indicate the specific QoE attribute we are checking):
1. Average packet loss greater than 1% (PacketLossRate > .01)
1. Network MOS degradation for the whole call > 1 (DegradationAvg > 1.0)
1. Round Trip time > 500 (RoundTrip > 500)
1. Average network jitter > 30 (JitterInterArrival > 30)
1. Average ratio of concealed samples generated by audio healing > 7% (RatioConcealedSamplesAvg > 0.07)
CQM uses a three phase approach to remediate each quality focus area: first we Assert quality, second we Achieve quality and finally we Maintain Quality.
[bookmark: _Toc408485858][bookmark: _Toc417983735][bookmark: _Toc420588583]Wired
Of the two ways clients connect to the network, wired is expected to deliver the highest quality, and correspondingly this must be your initial focus. The CQM Wired query (LastMile_0_Wired) operates on a date range and will return all internal wired streams in your environment from Lync clients to or from either Conferencing servers or Mediation servers. Lync clients are, in this context, defined as these user agent categories: OC, OCPHONE, LMC, Mac Messenger, ATTENDANT, LYNCIMM, LWA and UCWA[footnoteRef:4]. [4:  For more information about the different client types used in the queries, see “Viewing network health trends using QoE data” at http://go.microsoft.com/fwlink/p/?LinkId=327993.] 

The following sample shows the top results sorted by the ratio of poor to good streams:
	Report Date
	CallerSubnet
	AllStreams
	PoorStreams
	PoorStreamsRatio

	5/8/2013
	157.59.63.1
	676
	25
	3.7

	5/8/2013
	157.59.90.2
	410
	13
	3.2

	5/8/2013
	157.59.64.1
	404
	11
	2.7

	5/8/2013
	157.59.91.2
	344
	9
	2.6



For this data to be meaningful, you will need to map user’s corporate subnets to your office locations. Typically, your network team will have a database you can cross reference and identify the locations with a high percentage of poor streams.
Assert Quality
Establish your initial baseline and prioritize subnets with a lot of streams. For example, targeting < 2.5% poor streams at sites with over 300 streams, you will achieve your quality targets when: 
The wired query results return PoorStreamsRatio < 2.5 % for sites with > 300 streams.
Achieve Quality
Initially, looking across all your wired subnets can seem a daunting task. Make sure you define your initial targets so you have a limited number of initial sites to look at. Get the subnet definitions from your network team so you can target discrete locations. You’ll need to look at routers and other network elements in these network paths to identify the root cause. Ensure QoS is implemented end-to-end on each subnet.
Maintain Quality
Define a process to triage and remediate subnet issues as they arise. Regularly run the Wired query and investigate new subnets that show up. You can learn more about approaches for maintaining quality in the Networking Guide.
[bookmark: _Toc408485859][bookmark: _Toc417983736][bookmark: _Toc420588584]Wireless
Once you normalize the quality of your wired client connections, wireless becomes easier as the wireless infrastructure sits atop the wired core at each location. Poor wireless streams in a site with good wired quality must be attributed to the specific wireless components. The CQM Wireless query (LastMile_1_Wireless) operates on a date range and will return all internal wireless streams in your environment from Lync clients to or from either conferencing servers or mediation servers. Lync clients are, in this context, defined as these user agent categories: OC, LMC, Mac Messenger, ATTENDANT, WPLync, iPhoneLync, AndroidLync, iPadLync, NokiaLync, LYNCIMM, LWA and UCWA.
The following sample shows the top results sorted by the ratio of poor to good streams:
	Report Date
	CallerSubnet
	AllStreams
	PoorStreams
	PoorStreamsRatio

	5/8/2013
	157.59.64.1
	698
	75
	10.7

	5/8/2013
	157.59.91.2
	612
	57
	9.3

	5/8/2013
	157.59.66.1
	596
	46
	8.2

	5/8/2013
	157.59.91.3
	574
	37
	6.4



Again, to take action on the data, you will want to map user’s corporate subnets to your office locations. Typically, your network team will have a database you can cross reference and identify the locations with a high percentage of poor streams.
Assert Quality
Establish your initial baseline and prioritize subnets with a lot of streams. Your wireless target will generally be higher than the wired target. 
For example, targeting < 5% poor wireless streams at sites with over 300 streams, you will achieve your quality targets when: 
The wired query results return PoorStreamsRatio < 5 % for sites with > 300 streams.
Achieve Quality
Voice quality over wireless networks is inherently more complex than wired. For additional information about achieving quality over Wi-fi, please see the Networking Guide.

Maintain Quality
Define a process to triage and remediate subnet issues as they arise. Regularly run the Wireless query and investigate new subnets that show up. Refer to Appendix A for troubleshooting approaches.



[bookmark: _Toc420588585]Microsoft Call Quality Methodology Scorecard for Skype for Business
This section contains information about and instructions for the usage of the Microsoft Call Quality Methodology Scorecard for Skype for Business Server (CQM Scorecard).
The CQM Scorecard contains two main components:
· Microsoft Windows PowerShell script to run the Call Quality Methodology (CQM) queries and save the results as CSV files
· Microsoft Excel macro-enabled workbook to load the query results and display those results in various charts and in a scorecard.
The script, the queries, supporting material and the Excel workbook are located in the zip file you downloaded. 
When you have downloaded the zip file you might need to unblock it in Windows Explorer:
a) Right click on the zip file and click Properties.
b) Click Unblock button present under the General tab.
c) Click ok to apply the changes.

Within the .zip file you will the files and folders as described in the following table:
[bookmark: _Ref384029737]Table 1: Contents of the Microsoft Call Quality Methodology Scorecard for Skype for Business Server folder
	Object Name
	Note

	CQM.ps1
	PowerShell script which executes the CQM queries and saves the results as CSV files

	GetSqlDateFormat.ps1
	PowerShell script to display the date format used in the SQL server

	Queries
	A folder that contains the v1.5 CQM queries that are used by the CQM script

	Diagnostic Queries
	A folder that contains diagnostics queries that can be used for further drill down

	Documentation
	A folder containing this document

	Microsoft Call Quality Methodology Scorecard for Skype for Business Server.xlsx
	Microsoft Excel Macro enabled Workbook containing the CQM Scorecard and functions to load CQM query results and generate relevant charts



[bookmark: _Toc420588586]Installing the CQM Scorecard
To use the CQM Scorecard, extract the contents of the Microsoft Call Quality Methodology Scorecard for Skype for Business Server ZIP file into a folder on your desktop or laptop computer. Then, copy the PowerShell scripts (CQM.ps1, GetSQLDataFormat.ps1) and the Queries folder and files on to one of the Lync or Skype for Business servers in your deployment.
[bookmark: _Toc420588587]Feedback
We would appreciate to receive any feedback about your use of the CQM Scorecard. Please send it to cqmfeedback@microsoft.com
[bookmark: _Toc420588588]Prerequisites
The CQM script and the CQM Scorecard have a number of prerequisites as described in the following lists:
CQM PowerShell script
· The script stores the query results in a folder. The folder must be created before running the script
· The user running the scripts must have Modify permissions for the folder
· The CQM queries are supported on SQL 2008 R2 SP2 or later
· The script must be running in Lync Server Management Shell or Skype for Business Server Management Shell on one of the Lync or Skype for Business servers in the deployment to ensure that the required SQL support and PowerShell version are available
· The Monitoring database must be deployed. Monitoring data policies (CsQoeConfiguration must have EnableQoE set to True and CsCdrConfiguration must have EnableCDR set to True) must be configured to capture data
For information about Monitoring in Lync Server 2013, see Deploying Monitoring in the Lync Server 2013 TechNet Library.
For information about Monitoring in Lync Server 2010, see Deploying Monitoring in the Lync Server 2010 TechNet Library.
· The user running the script must have at least db_datareader permissions on the QoEMetrics and LcsCDR databases

Microsoft Call Quality Methodology Scorecard for Skype for Business Server
· The CQM Scorecard require Microsoft Excel 2013 SP1 or higher
· Do not remove any spark lines from any cell in the Scorecard sheet
· The CQM Scorecard requires results generated by v1.5 of the CQM queries. It won’t work with results from other versions of the queries.
[bookmark: _Toc420588589]CQM PowerShell Script
[bookmark: Howtorunthescript][bookmark: _Ref415132225][bookmark: _Toc420588590]How to run the script
Open the Lync Server Management Shell or Skype for Business Server Management Shell on the server where you copied the scripts and queries to. Change the directory to the directory that contains the PS scripts. 
In the following example we will use C:\CQM as the location of the scripts and queries.
The CQM script takes the parameters shown in the following table:
[bookmark: _Ref386130034]Table 2: CQM.ps1 parameters
	Parameter
	Note
	Required?

	StartTime
	Specifies the start time for the range you want the queries to use. The value must be entered in the date format used by the SQL Server. For more info see section 3.3
	Yes

	EndTime
	Specifies the end time for the range you want the queries to use. The value must be entered in the date format used by the SQL Server. For more info see section 3.3
	Yes

	QoECdrInstance
	Specifies full path to the SQL instance, where your QoEMetrics and LcsCDR databases exist, i.e. <SQL Server>\<Instance name>. An example is sql.contoso.com\RTC

	Yes

	QoECdrVersion
	The version used for QoEMetrics and LcsCDR, i.e. Lync2010 if you use Lync 2010 Monitoring Server, Lync2013 if you use Lync 2013 Monitoring Store and SfB2015 if you use Skype for Business Server 2015 Monitoring Store
	Yes

Possible values are Lync2010, Lync2013 and SfB2015

	DataRoot
	The folder used for storing the CQM results
	Yes

	PoorStreamCondition
	The PoorStreamCondition you want to use. For more info see section 3.2

	No

ClassifiedPoorCall is the default. Possible values are: CQM, ClassifiedPoorCall and Custom

	ExcludeST
	Exclude streams from synthetic transactions
	No
Possible values are $True and $False. Default is $False



The following command demonstrates an example command to run the script:
.\CQM.ps1 -StartTime "05/01/2015" -EndTime "05/31/2015" -QoECdrInstance "sql01\lync" -QoECdrVersion “SfB2015” -DataRoot "C:\CQM"

If the script is running successfully, you will see the following output:
[image: ]
Figure 3.1: Output from script running successfully
When the script finishes, the CQM query results will be available in a folder in your DataRoot. The folder is named with the current date. An example is shown below.
[image: ]
Each time that you run the script, it attempts to create a new folder named with the current date. If you run the script more than once on the same day, you will see a warning that all existing data is about to be deleted in the existing folder for that date.
[image: ]
Figure 3.2: Warning message when a script output folder already exists
If you type yes, the script will continue and delete the existing data. However, you can type no, and the script will stop and the data will not be deleted.
[bookmark: PoorStreamConditiondesc][bookmark: _Ref386027768][bookmark: _Ref384022726][bookmark: _Toc420588591]PoorStreamCondition
When you run the CQM.ps1 script, you can optionally specify which condition to use for flagging a stream as poor by specifying the value of the PoorStreamCondition parameter.
You can select from the following three different conditions:
· CQM: PacketLossRate > 0.01 or PacketLossRateMax > 0.05
· ClassifiedPoorCall: PacketLossRate > 0.1 or DegradationAvg > 1.0 or RoundTrip > 500 or JitterInterArrival > 30 or RatioConcealedSamplesAvg > 0.07
· Custom
If you do not specify the PoorStreamCondition parameter, the following default conditions will be used:
· For server to server media paths (Plant_1, Plant_2, Trend_1, Trend_2) the condition PacketLossRate > 0.01 will be used to flag the stream as poor
· For the other media paths (LastMile_0, LastMile_1, Trend_3, Trend_4, Trend_5, Trend_6, Trend_7, Trend_8, Trend_9, Trend_10, Trend_11) the ClassifiedPoorCall condition will be used
If you specify the PoorStreamCondition parameter, the specified condition will be used for all media paths. In this way you can over-write the special server to server media path condition by specifying to use the ClassifiedPoorCall condition (-PoorStreamCondition ClassifiedPoorCall).
The Custom condition is available for your customization. The condition is stored in the PoorStreamCondition_Custom.txt file in the queries directory. The format of the file needs to be one line of text, for example:
(case when (PacketLossRate > 0.01) then 1 else null end)
You can edit the portion in yellow, bold and italic. The text needs to be valid SQL syntax and reference columns in the AudioStream table, and it needs to be on one line only.
You can use the –debug switch to CQM.ps1 to help you troubleshoot any errors with your custom condition. It will list the full SQL query being executed.
The PoorStreamCondition used by CQM.ps1 will be saved in the PoorStreamCondition v15.csv file and loaded into the CQM Scorecard.
[bookmark: _Ref386130100][bookmark: _Ref386130110][bookmark: _Toc420588592]SQL Server Date Format
The CQM script uses the StartTime and EndTime parameters directly in the SQL queries against the SQL server. It is therefore important that you specify the same the date format as is used by the SQL Server. The default date format is US English, which means the dates needs to be specified as MM/DD/YYYY, i.e. 12/31/2013.
You can use the GetSqlDateFormat.ps1 script to display which date format is configured on the SQL Server. It takes one mandatory parameter:
· The QoECdrInstance parameter should denote the full SQL instance, where your QoEMetrics and LcsCDR databases exists
You run it as shown below:
.\GetSqlDateFormat.ps1 -QoECdrInstance "sql01\lync”
The script will output which of the supported date formats is in use:
· date format mm/dd/yyyy - an example is 12/31/2013
· date format dd/mm/yyyy - an example is 31/12/2013
· date format yyyy/mm/dd - an example is 2013/12/31
· date format yyyy/dd/mm - an example is 2013/31/12
· date format mm/yyyy/dd - an example is 12/2013/31
· date format dd/yyyy/mm - an example is 31/2013/12
[bookmark: _Toc420588593]Script Actions
This CQM script will pull data from the QoEMetrics and LcsCDR databases by executing the SQL queries listed below. It will store the output of the queries as CSV files with the same file name as the query. The results will be placed in a subfolder under <DataRoot> as mentioned above. In the folder will also be a parameters.txt file containing the parameters used when running the script.
The CQM script will create the following output files only if the query generated results.
· Endpoint_0_Device v15.txt
· Endpoint_1_System v15.txt
· Endpoint_2_Relay v15.txt
· Endpoint_3_Transport v15.txt
· LastMile_0_Wired v15.txt
· LastMile_1_Wireless v15.txt
· Plant_1_AVMCU_Mediation v15.txt
· Plant_2_Mediation_Gateway v15.txt
· Trend_1_AVMCU_Mediation v15.txt
· Trend_2_Mediation_Gateway v15.txt
· Trend_3_Wired v15.txt
· Trend_4_Wired_P2P v15.txt
· Trend_5_Other_Wired v15.txt
· Trend_6_Other_Wireless v15.txt
· Trend_7_VPN v15.txt
· Trend_8_External v15.txt
· Trend_9_Wireless v15.txt
· Trend_10_Wireless_P2P v15.txt
· Trend_11_Total v15.txt
· Util_1_Users_Devices_Streams v15.txt
· Rel_ConfTrend v15.csv
· Rel_ConfTrend_dialtone v15.csv
· Rel_ConfTrend_calldrop v15.csv
· Rel_ConfTrend_PSTNFailure v15.csv
· Rel_P2PTrend v15.csv
· Rel_P2PTrend_dialtone v15.csv
· Rel_P2PTrend_calldrop v15.csv

Additionally, on Skype for Business Server 2015 the following output files will be created if the queries generated data:
· RMC_Trend_3_Wired v15.txt
· RMC_Trend_4_Wired_P2P v15.txt
· RMC_Trend_5_Other_Wired v15.txt
· RMC_Trend_6_Other_Wireless v15.txt
· RMC_Trend_7_VPN v15.txt
· RMC_Trend_8_External v15.txt
· RMC_Trend_9_Wireless v15.txt
· RMC_Trend_10_Wireless_P2P v15.txt

[bookmark: _Toc420588594]Working with the CQM Scorecard
The CQM Scorecard is a Microsoft Excel workbook with macros enabled, and includes the following features:
· The ability to load the CSV files generated by the CQM.ps1 script into individual Excel sheets
· The ability to remove results from off work days
· The ability to generate stream distribution charts for the individual Trend query results
· The ability to generate trending charts for the individual Trend query results
· The ability to generate the Top Issues for various categories
· The ability to generate trending charts for reliability
· The ability to generate trending charts for Rate My Call
· The ability to update the Scorecard
Please note that screen updating in Excel is disabled while it is performing an action.
[bookmark: _Toc420588595]How to get started?
When you open the CQM Scorecard, it contains fours sheets: Start, Scorecard, MediaPathDefinitions and PrivacyNotice.
The Start sheet is shown in the following figure: 
  [image: ]
[bookmark: _Ref384031995][bookmark: Figure41]Figure 4.1: Start sheet in CQM Scorecard
The MediaPathDefinition sheet contains tables defining exactly which type of streams are included in the different CQM categories, i.e. Wired, Other Wired etc.
The PrivacyNote sheet lists the Privacy note for the CQM Scorecard. Please read it carefully.
[bookmark: _Toc420588596]Assumptions and Rules
The order in which you perform actions in the sheet is up to you. However, there are some built-in assumptions and rules:
· You need to have run the CQM script and generated the CSV result file before you can load them into the Scorecard
· Import CQM Query Results will delete existing StreamDistribution, TrendCharts and TopIssues sheets
· Performing a subsequent import of CQM query results will recreate the respective results sheets, so any modifications to the sheets will be overwritten.
· Subsequent imports will delete only the results sheets that it imported, so it is possible to add new CQM query results to an existing Scorecard. For example, if you did not import the LastMile_1_Wireless results you can add those results by selecting the folder with it and then clicking OK. Likewise, if you had a sheet imported, such as Trend_7_VPN, and the new results do not contain VPN results, the sheet Trend_7_VPN will still exist in the Scorecard and be used for calculations.
· You won’t be able to generate any charts or update the scorecard without loading the query results
· You don’t have to generate charts to update the scorecard
· Generating charts will recreate the individual sheets StreamDistribution, TrendCharts and TopIssues, so any modifications to the sheets will be overwritten
· Updating the scorecard will recalculate the scores and trend spark lines based on results and targets set
· Charts will only be generated for areas where there are results loaded
· The scorecard will only be updated for the areas where there are results loaded
· The two Off-work day fields only accept the values None, Monday, Tuesday, Wednesday, Thursday, Friday, Saturday and Sunday
· The Streams Cutoff field only accepts numerical values. If other values are entered the field is reset to the value 100
· The Decimal Separator field only accepts the values Dot and Comma. If other values are entered the field will be reset to the application setting value
· The Date Format field only accepts the values MDY, DMY, YMD, YDM, MYD and DYM. If other values are entered the field will be reset to the application setting value

[bookmark: _Toc420588597]Set decimal separator and date format
Before you import the CSV files, you need to ensure that the import will be using the decimal separator and date format used in the CSV files. 
Please check one of the Trend CSV files to see the decimal separator and date format. An example is shown below:
"12/31/2013","8","1","12.5","Trend_3_Wired"
Here you can see that the date format is MM/DD/YYYY and the decimal separator is ".". That means that the setting in the CQM Scorecard should be Decimal Separator = Dot and Date Format = MDY.
The date format used in the CSV files is dependent on the date format (Regional and Language Options in Control Panel) used on the server running the CQM.ps1 script. PowerShell will convert the dates returned by SQL to the format used by the server. You can see which format is used by running the following command in PowerShell:
Get-Date –format “d”
This will output the date in the short date format.
The decimal separator can be Dot or Comma.
The date format can be:
· MDY - date format mm/dd/yyyy - an example is 12/31/2013 
· DMY - date format dd/mm/yyyy - an example is 31/12/2013
· YMD - date format yyyy/mm/dd - an example is 2013/12/31
· YDM - date format yyyy/dd/mm - an example is 2013/31/12
· MYD - date format mm/yyyy/dd - an example is 12/2013/31
· DYM - date format dd/yyyy/mm - an example is 31/2013/12
Please check which format used in the CSV files and ensure that the correct settings are used during import. You do this by selecting the appropriate value in the drop down lists, as shown in the following figure: 
 [image: ]
Figure 4.2: Decimal separator and date format
The CQM Scorecard will preload the decimal separator and date format to align with the settings used on the PC running Excel.

[bookmark: _Toc420588598]Off-work days
The import of the CQM results imports results for all days specified in the CSV files. However, often you are interested in removing results from off-work days, i.e. weekends, because they might skew the results.
[image: ]
Figure 4.3: Selection for Off-work days
You can specify two off-work days in the settings above and when you then click on the Remove Off-Work Days Results the results from these two dates will be removed from all the Trend sheets.
[bookmark: _Toc420588599]Streams Cutoff
The Streams Cutoff number specifies how many streams a given row needs to have to be taken into consideration for Top 10 Issues. In this way, you can filter out rows with only a few streams included in the results, many of which are poor few streams, since these will skew Top 10.
[image: ]
Figure 4.4: Streams Cutoff selection 
[bookmark: _Toc420588600]Import CQM Query Results
After having set the decimal separator and the date format, you can import the CSV files by clicking on the Import CQM Query Results button.
When you click this button, you are presented with a file browser dialog as shown in the following figure. Select the folder created by the CQM PowerShell script. The name will contain CQM_Data_<date>.
[image: ]
[bookmark: _Ref382569882]Figure 4.5: Folder browser dialog
After having selected the folder with the CQM query results and clicked OK, Excel will load the CSV files found in the folder into individual sheets named to identify the results. The following is a list of sheet names:
· Endpoint_0_Device
· Endpoint_1_System
· Endpoint_2_Relay
· Endpoint_2_VPN
· Endpoint_3_Transport
· LastMile_0_Wired
· LastMile_1_Wireless
· Plant_1_AVMCU_Mediation
· Plant_2_Mediation_Gateway
· PoorStreamCondition
· Rel_ConfTrend
· Rel_ConfTrend_calldrop
· Rel_ConfTrend_dialtone
· Rel_ConfTrend_PSTNFailure
· Rel_P2PTrend
· Rel_P2PTrend_calldrop
· Rel_P2PTrend_dialtone
· RMC_Trend_10_Wireless_P2P
· RMC_Trend_3_Wired
· RMC_Trend_4_Wired_P2P
· RMC_Trend_5_Other_Wired
· RMC_Trend_6_Other_Wireless
· RMC_Trend_7_VPN
· RMC_Trend_8_External
· RMC_Trend_9_Wireless
· Trend_1_AVMCU_Mediation
· Trend_10_Wireless_P2P
· Trend_11_Total
· Trend_2_Mediation_Gateway
· Trend_3_Wired
· Trend_4_Wired_P2P
· Trend_5_Other_Wired
· Trend_6_Other_Wireless
· Trend_7_VPN
· Trend_8_External
· Trend_9_Wireless
· Util_1_Users_Devices_Streams
[bookmark: _Toc420588601]Generate Stream Distribution Charts
When you click the Generate Stream Distribution Charts button, Excel creates the StreamDistribution sheet and the two types of charts shown in the following figures:
The Streams Distribution charts show the number of good and poor streams for each media path category[footnoteRef:5]. [5:  For more information about these concepts please have a look in the Media path definitions sheet in the Scorecard, read Appendix C in the Lync Networking Guide and in http://blogs.technet.com/b/jenstr/archive/2013/06/11/viewing-network-health-trends-using-qoe-data.aspx ] 

 [image: ]
Figure 4.6: Streams Distribution chart
The Poor Stream Distribution chart shows the distribution of the poor streams, i.e. the percentage of poor streams for each media path category over the total number of poor streams.
 [image: ]
[bookmark: _Ref382466686]Figure 4.7: Poor Stream Distribution chart
[bookmark: _Ref415131109][bookmark: _Toc420588602]Generate Trending Charts
When you click the Generate Trending Charts button, Excel creates the TrendCharts sheet and the type of chart shown in the following figure:
 [image: ]
[bookmark: _Ref382467344]Figure 4.8: Wired P2P Trend chart
The chart shows the poor stream ratio and number of streams over time for a specific media path category. The sheet will contain such charts for all Trend sheets that exist in the CQM Scorecard.
[image: ]If CQM.ps1 has been run against Skype for Business Server 2015 and Rate My Call results exist for the media path it will be shown below the corresponding Trend Chart as shown in the following figure:
Figure 4.9: Rate My Call Wired P2P Trend chart
The chart shows the number of ratings per day and the average rating over time.

[bookmark: _Ref416186090][bookmark: GenerateReliabilityCharts][bookmark: _Toc420588603]Generate Reliability Charts
When you click the Generate Reliability Charts button, Excel creates up to three additional sheets, each looking at sessions that have been terminated with Diagnostic IDs in 20-40 range. Diagnostic IDs 20-30 are result of lack of “dial tone” availability, where session could not be established in the first place. Diagnostic IDs 30-40 are result of “mid call failure”, where session has been successfully established but then dropped mid call. Three additional sheets are as follow:
· RelConfCharts sheet has up to four charts:
· Conferencing Reliability chart shows number of conferencing sessions over period of time along with percentage of fail-to-establish (“dial tone”) and “mid call failure” conferencing sessions
· Conferencing 'dial tone' chart further breaks down “Diagnostic IDs 20-30” sessions per conferencing modality
· Conferencing 'mid-call' drops chart further breaks down “Diagnostic IDs 30-40” sessions per conferencing modality
· Conferencing PSTN Leg Failures chart shows number of conferencing sessions with PSTN leg over period of time along with percentage of failure response categories
· RelP2PCharts sheet has up to three charts:
· P2P Reliability chart shows number of P2P sessions over period of time along with percentage of fail-to-establish (“dial tone”) and “mid call failure” P2P sessions
· P2P 'dial tone' chart further breaks down “Diagnostic IDs 20-30” sessions per P2P modality
· P2P 'mid-call' drops chart further breaks down “Diagnostic IDs 30-40” sessions per P2P modality
· RelPSTNCharts sheet has up to two charts:
· PSTN Reliability chart shows number of PSTN sessions over period of time along with percentage of fail-to-establish (“dial tone”) and “mid call failure” PSTN sessions
· PSTN Failures chart shows number of PSTN sessions over period of time along with percentage of failure response categories
[image: ]Following chart shows an example for conferencing reliability. From chart we can see volume (number of conferencing sessions) peeking above 700K. We can also see that “mid call failures” are bigger problem than “dial tone” availability. As a rule of thumb, times with high volume and spiking “mid call failures” and/or “dial tone” availability problems is something you should investigate.

Please Note: The Reliability Charts have a fixed scale for right vertical scale, i.e. failure rate, of 0 to 5%. If you have greater failure rates you’ll see spikes shown over the top of the chart
After you look at the charts you might ask yourself a few questions:
1. What goal should I set for “mid call failures” and/or “dial tone” availability?
a. That depends on number of factors and there is no right or wrong answer. You can start with max 1% for both “number of fail to establish” and “mid call failure” sessions but eventually aim for 0.1% maximum.
2. How do I find more info behind spikes?
a. First identify date when spike is happening. Then identify problem nature – is it fail to establish (“dial tone”), which maps to Diagnostic IDs 20-30, or mid call failure, which maps to Diagnostic IDs 20-30. Having date and Diagnostic ID range, use one of provided diagnostic queries to find more details. You should change query filter to reflect your date and Diagnostic ID range. For more information about the diagnostic queries see section 5.2. 
[bookmark: _Toc420588604]Generate Top Issues
When you click the Generate Top Issues button, Excel creates the TopIssues sheet and lists the Top 10 issues for:
· Plant_1_AVMCU_Mediation
· Plant_2_Mediation_Gateway
· LastMile_0_Wired
· LastMile_1_Wireless
· Endpoint_0_Device
· Endpoint_1_System
· Endpoint_2_Relay
· Endpoint_3_Transport

The Plant and LastMile issues are found by sorting the results based on PoorStreamsRatio and then showing the Top 10 rows considering the Cutoff number. 
The Cutoff number specifies how many Streams a given row needs to have to be taken into consideration for Top 10. In this way, you can filter out rows with only a few streams included in the results, many of which are poor few streams, since these will skew Top 10.
The Device issues are found by sorting the results based on AvgSendListenMOS and then finding the Top 10 rows considering the Cutoff number.
The System issues are found by sorting the results based on CallerAudioMicGlitchRate and then finding the Top 10.
The Relay and Transport issues are found by sorting the results based on Streams and then finding the Top 10 rows considering the Cutoff number.
If there are no Top 10 issues given the Cutoff number, only headings will be shown.
[bookmark: _Toc420588605]Update Scorecard
When you click the Update Scorecard button, Excel will update the score and spark line for each element where there are corresponding results loaded. An example from the scorecard is shown in the following figure:
[image: ]
[bookmark: _Ref382467616]Figure 4.9: Example Scorecard results
The score can be green, yellow or red based on the target and score logic implemented. If the score cell is light blue it means there is no data available to calculate the score.
Please Note: The four Reliability areas in the Scorecard have been converted to Success-based compared to the Reliability Charts that are based on Failure.
[bookmark: _Toc420588606]Score logic
The scoring logic behind the green/yellow/red coloring of the scorecard is shown in the following table:
[bookmark: _Ref382814926]Table 3: Scoring logic descriptions
	Element
	Logic

	Server Plant – AVMCU to Mediation
	Get Max and Avg of PoorStreamRatio for Trend_1_AVMCU_Mediation
If (Max < Target) And (Avg < Target) Then Green
If Max > Target Then Yellow
If Avg > Target Then Red

	Server Plant – Mediation to Gateway
	Get Max and Avg of PoorStreamRatio for Trend_2_Mediation_Gateway
If (Max < Target) And (Avg < Target) Then Green
If Max > Target Then Yellow
If Avg > Target Then Red

	Last Mile - Wired
	Get Max and Avg of PoorStreamRatio for Trend_3_Wired and Trend_4_Wired_P2P
If (Max1 < Target) And (Max2 < Target) And (Avg1 < Target) And (Avg2 < Target) Then Green
If (Max1 > Target) Or (Max2 > Target) Then Yellow
If (Avg1 > Target) Or (Avg2 > Target) Then Red

	Last Mile - Wireless
	Get Max and Avg of PoorStreamRatio for Trend_9_Wireless and Trend_10_Wireless_P2P
If (Max1 < Target) And (Max2 < Target) And (Avg1 < Target) And (Avg2 < Target) Then Green
If (Max1 > Target) Or (Max2 > Target) Then Yellow
If (Avg1 > Target) Or (Avg2 > Target) Then Red

	Endpoint - Device
	Define GoodStreams as streams generated by devices, where AvgSendListenMOS > Target from Endpoint_0_Device
If % of GoodStreams > 80 Then Green
If 50 < % of GoodStreams <= 80 Then Yellow
If % of GoodStreams < 50 Then Red

	Endpoint - System
	Define PoorStream as number of streams where CallerAudioMicGlitchRate > Target from Endpoint_1_System
Set Green
If % of PoorStreams compared to all streams > 5 Then Yellow
If % of PoorStreams compared to all streams > 10 Then Red

	Endpoint – Media Path VPN
	Get number of streams from Trend_7_VPN and Trend_8_External
Set Green
If number of VPN streams > 1% of External streams Then
If (number of VPN streams > Target) Then Yellow
If (number of VPN streams > 2*Target) Then Red

	Endpoint – Media Path Relay
	Get number of streams from Endpoint_2_Relay and Trend_4_Wired_P2P
Set Green
If number of relay streams > 1% of wired P2P streams Then Yellow
If (number of relay streams > 1% of wired P2P streams) and (Avg OverallAvgNetworkMOS of all relay streams < 3.5) Then Red

	Endpoint – Media Path Transport
	Get number of streams from Endpoint_3_Transport and Trend_4_Wired_P2P
Set Green
If number of TCP transport streams > 1% of wired P2P streams Then Yellow
If (number of TCP transport streams > 1% of wired P2P streams) and (Avg OverallAvgNetworkMOS of all TCP transport streams < 3.5) Then Red

	Unmanaged - External
	Get Max and Avg of PoorStreamRatio for Trend_8_External
If (Max < Target) And (Avg < Target) Then Green
If Max > Target Then Yellow
If Avg > Target Then Red

	Reliability – P2P Dial-tone
	Average Success Rate over Number of Fail-To-Establish P2P Sessions
GREEN: Success Rate >= Target
YELLOW: Within 10% below of Target
RED: More than 10% below Target"

	Reliability – Conference Dial-tone
	Average Success Rate over Number of Fail-To-Establish Conference Sessions
GREEN: Success Rate >= Target
YELLOW: Within 10% below of Target
RED: More than 10% below Target"

	Reliability – P2P Completed Calls
	Average Success Rate over Number of Mid-Call-Fail P2P Sessions
GREEN: Success Rate >= Target
YELLOW: Within 10% below of Target
RED: More than 10% below Target"

	Reliability – Conference Completed Calls
	Average Success Rate over Number of Mid-Call-Fail Conference Sessions
GREEN: Success Rate >= Target
YELLOW: Within 10% below of Target
RED: More than 10% below Target"



[bookmark: _Toc420588607] Troubleshooting CQM Scorecard
This section provides some tips you can use to make sure your CQM Scorecard data is accurate.
[bookmark: _Toc420588608]Loading results with wrong decimal separator
You might see strange charts and strange labels on charts. This can happen if the CQM results are loaded with the wrong decimal separator. This leads Excel to load the PoorStreamRatio not as a number, but as text, and that makes the charting incorrect.
You can see if this is the case by looking in one of the Trend sheets. If you see the numbers in the PoorStreamRatio column formatted as shown in the figure below the results were loaded with the wrong decimal separator.

[image: ]
Figure 4.10: Example Trend sheet
[bookmark: _Toc420588609]Loading results with wrong date format
You might see strange charts and strange labels on charts. This can happen if the CQM results are loaded with the wrong date format. This leads Excel to load the dates incorrect and that makes the charting incorrect.
You can see if this is the case by looking in one of the Trend sheets. If you see the dates in the ReportDate column formatted as shown in the figure below the results were loaded with the wrong date format.
[image: ]
Figure 4.11: Example Report Date row from Trend sheet
[bookmark: _Toc408485865][bookmark: _Toc417983742][bookmark: _Toc420588610]Summary
In this section we have shown how you can use CQM to improve the call quality across your Lync deployment. To summarize:
· Run the CQM Scorecard to:
· Get an idea which areas are problematic and prioritize where you will focus first. Look at the StreamDistribution and TrendCharts tabs to prioritize elements by poor streams
· Establish an initial baseline by going through the three dimensions as show in the Scorecard tab
· Analyze the results and create a prioritized list of the elements you need to focus on. Typical priority areas will be:
· Server Health
· Server to Server
· Devices
· Wired Subnets
· For each of the elements on your prioritized list, use the scorecard to analyze which servers, subnets or devices show the poorest streams. Adjust the Scorecard targets if different values are more appropriate for your users and environment.
· Use the TopIssues tab to focus your analysis on the current hot spots. Create an action plan for remediation and implement it.
· Regenerate the scorecard after each potential fix, and see how your results improve. When you have met the target for an element, move on to the next one on the prioritized list.
· When all elements are within the targets (GREEN on the scorecard), continue monitoring trends and start remediation should quality levels drop below your targets.

[bookmark: _Ref416186358][bookmark: _Toc420588611]Diagnostic Queries
Note: The diagnostics queries are only support against Lync 2013 or Skype for Business 2015 Monitoring Databases.
[bookmark: _Toc420588612]Running the queries
You need to use SQL Management Studio connected to the Lync or Skype for Business Monitoring Database. 
[image: ]You then open a New Query

[image: ]Paste in the text from the query text file and click on the Execute command.

[bookmark: _Ref416423630][bookmark: _Toc420588613]Reliability
[bookmark: _Toc420588614]Reliability - Conference PSTN Failures
Use this query to investigate issues with PSTN conferencing
Change SessionIdTime in WHERE clause to reflect specific date. Further uncomment needed DiagnosticId.
Tip: In output look at DiagHeader column that can contain lots of useful information. DiagHeader can be empty.
[bookmark: _Toc420588615]Reliability - Conference
Use this query to investigate issues with conferencing reliability
Change SessionIdTime in WHERE clause to reflect specific date. Further change DiagnosticId range from default 20-40 to 20-30 or 30-40 depending on type of issue you are investigating (“dial tone” and “mid call failure” respectively).
Tip: In output look at DiagHeader column that can contain lots of useful information. DiagHeader can be empty.
[bookmark: _Toc420588616]Reliability - P2P
Use this query to investigate issues with P2P reliability
Change SessionIdTime in WHERE clause to reflect specific date. Further change DiagnosticId range from default 20-40 to 20-30 or 30-40 depending on type of issue you are investigating (“dial tone” and “mid call failure” respectively).
Tip: In output look at DiagHeader column that can contain lots of useful information. DiagHeader can be empty.
[bookmark: _Toc420588617]Reliability - PSTN Failures
Use this query to investigate issues with PSTN calls
Change SessionIdTime in WHERE clause to reflect specific date. Further uncomment needed DiagnosticId.
Tip: In output look at DiagHeader column that can contain lots of useful information. DiagHeader can be empty.
[bookmark: _Toc420588618]Reliability - PSTN
Use this query to investigate issues with PSTN calls reliability
Change SessionIdTime in WHERE clause to reflect specific date. Further change DiagnosticId range from default 20-40 to 20-30 or 30-40 depending on type of issue you are investigating (“dial tone” and “mid call failure” respectively).
Tip: In output look at DiagHeader column that can contain lots of useful information. DiagHeader can be empty.
[bookmark: _Toc420588619]Audio
[bookmark: _Toc420588620]Audio – Individual Streams Classification
Use this query to get statistics about how individual streams are flagged as poor and for which reasons.
Change beginTime and endTime to reflect specific dates.
[bookmark: _Toc420588621]Audio - Individual Streams for a Subnet
Use this query to get information about all audio streams for a given subnet.
Change beginTime and endTime to reflect specific dates and change callerSubnet to reflect the specific subnet.
[bookmark: _Toc420588622]Audio - Individual Streams for a URI
Use this query to get all audio streams for a given URI. The URI can be a user or it can be a conference.
Change beginTime and endTime to reflect specific dates and change lyncUser1 and lyncUser2 to reflect the specific user or conference URI. Correspondingly change the WHERE statement and the CallerUser.URI condition.
[bookmark: _Toc420588623]Audio - Individual Streams Wireless
Use this query to get information about streams where either caller or callee is on wireless.
Change beginTime and endTime to reflect specific.
[bookmark: _Toc420588624]Audio - Poor Streams per Client version
Use this query to get information about poor streams per client version.
Change beginTime and endTime to reflect specific.
[bookmark: _Toc420588625]Audio – Wifi Poor Streams per SSID
Use this query to get detailed Wifi information for streams per SSID
Change beginTime and endTime to reflect specific.
Note: This query only works against Skype for Business 2015 Monitoring database and only Skype for Business 2015 client will report the new Wifi metrics.
[bookmark: AppendixA][bookmark: _Toc420588626]Appendix A: Troubleshooting Poor Streams
CQM will surface areas of your network where you have a high percentage of poor call streams. Once you’ve identified these areas, you’ll want to fix them. To do that, you will need to look deeper at the bitstream between the Lync components showing loss. This section gives you the background to do this analysis using NetMon. Your network teams may have additional tools and approaches.
[bookmark: _Toc408485867][bookmark: _Toc408991262][bookmark: _Toc420588627]RTP and RTCP (Packet Loss Troubleshooter)
Both SIP and H.323 make use of RTP for transferring digitized audio and video data between the various parties participating in a call. Each RTP packet contains one or more media payloads and other relevant information, such as time stamps and sequence numbers. The Sequence numbers can be utilized to determine whether a particular frame was not delivered (network loss). Typically, RTP and RTCP are used with UDP as the underlying transport layer, and with IP as the underlying network layer. RTP uses dynamic UDP ports negotiated between the sender and receiver of specific media streams.
[bookmark: _Toc408485868][bookmark: _Toc408991263][bookmark: _Toc420588628]RTP 
RTP provides end-to-end network transport for real-time applications. RTP contains information about the real-time session so that applications can easily adjust for jitter, improper packet sequencing, and dropped packets. Much of this information is included in the RTP header. The structure of an RTP packet is displayed in the following image:
[image: Figure 11: RTP Packet Structure]

	Packet Element
	Description

	Version
	Identifies the version of RTP. Windows XP supports version 2.

	Padding
	If set to 1, then one or more additional padding octets have been appended to the end of the payload. The first padded octet indicates the number of additional octets that are included.

	Extension
	If the extension bit is set, then there is an extension header appended to the fixed RTP header.

	CSRC count
	Lists the number of Contributing Source (CSRC) identifiers that follow the fixed RTP header.

	Marker
	The RTP profile determines the definition and use of the Marker bit.

	Payload type
	Defines the RTP payload type.

	Sequence number
	The initial sequence number starts with a random value and increases by increments of one for each RTP packet sent. This value can be used by real-time applications to determine packet loss and to restore proper packet sequencing.

	Timestamp
	The timestamp value represents the sampling instant of the first octet of the RTP packet. The sampling frequency used depends upon the data type. For example, when Windows XP uses the G.711 voice codec, the sampling frequency is set at 8 kHz.

	Synchronization source (SSRC)
	The SSRC value, which initiates as a randomly selected number, identifies the source of the RTP stream for each RTP session.

	Contributing source (CSRC)
	The CSRC value represents a source of multiple contributors to an RTP session, where the SSRC value of each source is added to the CSRC value by an RTP mixer.



[bookmark: _Toc408485869][bookmark: _Toc408991264][bookmark: _Toc420588629]RTCP
RTCP packets contain information regarding the quality of the RTP session and the individuals participating in the session. Both sender(s) and receiver(s) periodically transmit RTCP packets to each participant in an RTP session. A real-time application can use this information to monitor the quality of the RTP session; for example, to monitor jitter and packet loss. This allows the system to negotiate a different (lower bandwidth codec for example)) when packet loss or RTT is excessive. There are five RTCP packet types. We will leverage SR (Sender Reports) and RR (Receiver Reports) to identify whether Packet Loss is being reported.

	RTCP Packet Types 
	Description

	SR (Sender Report)
	Contains information regarding the quality of the RTP session.

	RR (Receiver Report)
	Contains information regarding the quality of the RTP session.

	SDES (Source Description)
	Contains information regarding the identity of each participant in the RTP session.

	BYE (Goodbye)
	Indicates that one or more sources are no longer active in the RTP session.

	APP (Application-defined)
	For experimental use by new applications.



Each Participant in an RTP session sends RR packet types, and, if they are active senders, they send SR packet types. The RR packet has two sections, the header and report blocks. There is one report block for each source.
[bookmark: _Toc408485870][bookmark: _Toc408991265][bookmark: _Toc420588630]Receiver Report and Sender Report header structure
The RR and SR header structure is shown. 
The only difference between the two headers is the value for the packet type.
[image: Figure 14: RTCP RR and SR Header Structure]
RTCP RR and SR Header Structure
	Packet Type
	Description

	Version
	Identifies the version of RTP. 

	Padding
	If set to 1, then one or more additional padding octets have been appended to the end of the payload. The first padded octet indicates how many additional padded octets are included.

	Reception Report Count (RC)
	Indicates the number of reception blocks contained in the RTCP packet.

	Packet Type
	RTCP packet type. The value for an RR=201 and for an SR=200.

	Length
	Contains the length of the RTCP packet in 32-bit words minus 1.

	SSRC
	Contains the synchronization source identifier for the RTCP packet.


The additional 20-byte sender information included in an SR packet.
[image: Figure 15: RTCP SR Information]
RTCP SR Information (Sender’s Report)
	Packet Type
	Description

	NTP Timestamp
	Contains the Network Time Protocol (NTP) time stamp or absolute wall clock time. If wall clock time is not available, then the sender can use the elapsed time since joining the RTP session for the NTP Timestamp value. If the elapsed time is used, then the high-order bit is set to zero. If neither wall clock time nor elapsed time is available, then the complete NTP Timestamp value is set to zero.

	RTP Timestamp
	Contains the same time as the NTP Timestamp, except that the RTP Timestamp is given in the same units and with the same random offset as the time stamp included in the header of the RTP packets.

	Sender’s Packet Count
	Contains the total number of RTP packets sent by the sender from the beginning of the RTP session up to the sending of this SR packet. This value is reset if, for some reason, the SSRC value of the sender has changed.

	Sender’s Octet Count
	Contains the total number of octets sent by the sender from the beginning of the RTP session up to the sending of this SR packet. This value is reset if, for some reason, the SSRC value of the sender changes.



Report block structure
SR and RR packets can contain zero or more report blocks. A report block, which is appended directly after the RTCP header, is received for each SSRC included in the RTP data packets received since the last report was received by the receiver. The structure of report blocks is the same for both SR and RR packets.
[image: Figure 16: RTCP Report Block Structure]
RTCP Report Block Structure 
	Packet Type
	Description

	SSRC_n
	Contains the synchronization source identifier for each report block included in the RTCP packet.

	Fraction Lost
	Contains the fraction of RTP packets lost from the source (SSRC_n) since the last SR or RR packet was sent.

	Cumulative Number of Packets Lost
	Contains the total number of packets lost from the source (SSRC_n) since the initiation of the session. This value is derived from the sequence numbers found in RTP packets, where the dropped RTP packets are indicated by a gap in sequence numbering.

	Extended Highest Sequence Number Received
	This field is divided into two parts. The least significant 16 bits contain the highest sequence number received in an RTP packet from the source (SSRC_n). The most significant 16 bits contain the number of sequence number cycles.

	Interarrival Jitter
	Contains an estimate of the variance in the interarrival time of RTP packets. This value is measured in RTP time stamp units and is derived from the difference between packet spacing, as measured from both the receiver and sender for two packets.

	Last SR Timestamp (LSR)
	Contains the middle 32 bits of the 64-bit NTP time stamp taken from the most recent RTCP SR from source SSRC_n.

	Delay Since Last SR (DLSR)
	Contains the time difference between the receipt of the last SR packet from the source SSRC_n and sending this reception report block, where each tick of this counter represents 1/65536 seconds.



Although RTP and RTCP are specifically designed for the needs of real-time communication over a packet-based network, they do not provide QoS mechanism. Instead, they leave quality of service issues to the underlying network and data-link layers. 
D.2 Troubleshooting Packet Loss
The recommended high level steps to troubleshoot packet loss are: 
· Capture simultaneous network trace between both server endpoints. See Netmon details in Appendix F
· Filter network capture by RTP or RTCP Ports, Conversation ID or SSRC (Synchronization Source ID) to correlate with QoE or S2S Individual streams query.
· Filter the trace for RTCP Loss > 0.
· Identify RTCP Sender/Receiver report blocks where Packet Loss was reported.
· Verify Sequence #’s end to end to determine network loss (sequence not arriving).
· Evaluate RTP Payload Type for packets immediately preceding the reported packet loss to determine causality.

[image: ]
[bookmark: _Toc408485871][bookmark: _Toc408991266][bookmark: _Toc420588631]Example Scenario – Investigate Packet Loss reported between Mediation Server and Gateway
1. Collect a Netmon trace between the two servers or endpoint and server pair you are troubleshooting. 
2. Pull the QoE data for that same time period to identify a poor stream. In this example, we can see that the loss is experienced primarily on the stream between (MEDGateway 4.91% Avg. Packet Loss & 24% Max Packet Loss).
[image: ]
16. [image: ]Correlate the QoE stream with the Netmon Trace by port pair and timestamps. For example, take the ports where RTP/RTCP were negotiated and compare the network trace conversations. 

In this example we can see that RTP setup over UDP (52252-19718) and RTCP setup on the next sequential UDP port combination (52253-19719). 
In network monitor, the following display filters can be used for isolating the IPv4&UDP conversations:
Conversation.IPv4.Id == 1
Conversation.UDP.Id == 2
Conversation.UDP.Id == 3

17. Derive the RTP SSRC or Synchronous Source ID of the call in Netmon.
Once you have identified the particular conversation, you can filter on the RTP conversation (Conversation.UDP.Id == 2), you should then see two streams, one in each direction. 
Mediation Server ->Gateway stream
SSRC: 0x22ba298a (582625674)

Gateway ->Mediation Server stream
SSRC: 0xf6020d7d (4127329661) 

18. Filter the trace to look at just RTP packets that match the SSRC.
MED->Gateway filter:
RTP.SyncSourceId == 0x22ba298a 

Gateway ->MED filter:
RTP.SyncSourceId == 0xf6020d7d 
19. Derive the RTCP SSRC of Sender & Receiver Reports of the call after filtering (Conversation.UDP.Id == 3).
Mediation Server ->Gateway stream
SSRC: 0x22ba298a (582625674)
RTCP.Packets.RTCPPacket.Sr.Ssrc == 0x22ba298a
OR RTCP.Packets.RTCPPacket.Sr.Ssrc == 0xf6020d7d
RTCP.Packets.RTCPPacket.Sr.ReportBlock.SsrcN == 0x22ba298a

Gateway ->Mediation Server stream
SSRC: 0xf6020d7d (4127329661)
RTCP.Packets.RTCPPacket.Sr.Ssrc == 0x22ba298a
OR RTCP.Packets.RTCPPacket.Sr.ReportBlock.SsrcN == 0xf6020d7d
In this example, we are filtering first on 
Callee->Caller (Mediation Server -> Gateway Stream (Sender Report))
RTCP.Packets.RTCPPacket.Sr.ReportBlock.SsrcN == 0xf6020d7d
OR RTCP.Packets.RTCPPacket.Sr.Ssrc == 0x22ba298a
Caller->Callee (Gateway->Mediation Server Stream (Sender Report))
RTCP.Packets.RTCPPacket.Sr.ReportBlock.SsrcN == 0x22ba298a
OR RTCP.Packets.RTCPPacket.Sr.Ssrc == 0xf6020d7d
[image: ]

20. Optionally, you can look at RTCP packet loss reports from the media stack RTCP_Losses (informational) in ETL output file from Lync Server Logging tool.
21. Work backwards from RTCP Losses reporting to understand what is causing the behavior. In our example, we are now able to pinpoint when the loss occurred. 

Filter: RTCP.Packets.RTCPPacket.Sr.ReportBlock.SsrcN == 0x22ba298a

Note time in trace where loss occurs. 
<Zero loss>
Packets lost 0; 16:43:37.5124950
Packets lost 108; 16:43:44.9146890	
Packets lost 132; 16:43:52.4036280	
Packets lost 144; 16:44:14.7041340	
Packets lost 156; 16:44:36.8822170	
Packets lost 168; 16:44:58.6629440
Packets lost 180; 16:45:05.7516450
Note: Packet loss is incrementing at intervals of 12 packets being reported lost each successive RTCP SR). 
22. Re-evaluate the stream payload and concurrent timing with the lost packets. 

(e). MED->Gateway filter: RTP.SyncSourceId == 0x22ba298a
In this example, when going back to the stream from Mediation Server we can see
multiple RTP payloads. In addition to RTP.PayloadType == 0x0 (PCMU Audio), there was also RTP.PayloadType == 0x65 (RTP Payload 101 or DTMF) 
RFC 2833 - RTP Payload for DTMF Digits, Telephony Tones and Telephony Signals

When filtering on RTP.PayloadType == 0x65, you are able to see in the network trace 12 DTMF packets (at a time) that were lost at various intervals. 
Also, with this filter, you can see the marker bit is set on the first of these packets. (RTP.Marker == 0x1)

For example, when we see the RTCP Packets lost == 156, immediately prior, the following frames were DTMF packets (correlated with packets identified as lost).

<<Frame 415, 417, 419, 422, 425, 428, 431, 434, 437, 440, 441, 442>>
Packets lost 156; 16:44:36.8822170	

12 packets lost immediately before the loss is reported in RTCP.

ROOT CAUSE: Issue with gateway sitting in front of PBX. The gateway device was mis-reporting loss for the DTMF packets.
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